ANY FUNCTION I CAN ACTUALLY WRITE DOWN IS MEASURABLE, RIGHT?

JAMES E. HANSON

ABSTRACT. In this expository paper aimed at a general mathematical audience, we discuss how to combine
certain classic theorems of set-theoretic inner model theory and effective descriptive set theory with work
on Hilbert’s tenth problem and universal Diophantine equations to produce the following surprising result:
There is a specific polynomial p(z,y, z,n, k1,..., k7o) of degree 7 with integer coefficients such that it is
independent of ZFC (and much stronger theories) whether the function

z) = inf sup inf su z,y,z,n,k
f(z) yERzeﬂpweNEeNgop( 'Y )

is Lebesgue measurable. We also give similarly defined g(z,y) with the property that the statement “x —
g(z,r) is measurable for every r € R” has large cardinal consistency strength (and in particular implies the
consistency of ZFC) and h(m, z,y, z) such that h(1,z,y, 2), ..., h(16,z,y, z) can consistently be the indicator
functions of a Banach—Tarski paradoxical decomposition of the sphere.

Finally, we discuss some situations in which measurability of analogously defined functions can be con-
cluded by inspection, which touches on model-theoretic o-minimality and the fact that sufficiently strong
large cardinal hypotheses (such as Vopénka’s principle and much weaker assumptions) imply that all ‘rea-
sonably definable’ functions (including the above f(z), g(z,y), and h(m,z,y, z)) are universally measurable.

INTRODUCTION

While most students of mathematics encounter measure theory at some point, the basic machinery of
measure theory (such as o-algebras) is often regarded as fussy and irrelevant in practice. In particular, the
issue of measurability of sets and functions seems to be something one only encounters in the first semester
of graduate real analysis and never again. The common informal explanation of this is that any function one
can ‘actually write down’ will be measurable and that one needs to go looking for trouble using the axiom
of choice in order to find non-measurable objects. This is certainly a true statement empirically,! and a fair
amount of work has also been done by set theorists to explain the fact that one seems to ‘need the axiom of
choice’ to build a non-measurable function or set. The two most notable works in this direction are probably
Solovay’s famous construction of a model of ZF +DC in which all subsets of R are measurable [28] and Shelah
and Woodin’s work culminating in the thesis that ‘large cardinals imply that every reasonably definable set
of reals is Lebesgue measurable’ [25]. Despite this, however, it has been known since Godel’s seminal
construction of L in the 1930s that the existence of fairly ‘explicit’ non-measurable objects is consistent
with ZFC. Despite this, it seems to me? that not many mathematicians are aware of just how explicit these
explicit objects can be.

Most of the notation we’ll use here is standard. To avoid collision with the notation for open intervals, we’ll
use angle brackets for ordered tuples in expressions like (1,2). We will also be using the logician’s convention
of representing tuples of indexed variables with a bar. For instance,  might represent (1,2, z3). In some
places these notations will be used together. For instance, if Z = (1,22, x3), then (Z,n) is the same thing
as (r1,z2,x3,n). We'll be representing projection maps with 7, usually with a subscript. For example, an
expression like 4 is meant to represent a projection from some product X xY x Z x W down to X XY x Z,
but this will be spelled out explicitly when it is used. Finally, we are taking 0 to be a natural number and
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1Tt should be noted though that there are some fields, like the study of stochastic differential equations, in which o-algebras
and measurability are used more extensively as explicit bookkeeping machinery.

2We will occasionally use the terms I, me, and my as convenient shorthand for ‘the author’ or ‘the author’s,’” as appropriate.
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all suprema and infima are understood to be computed in the extended real numbers, which we will denote
by R.

1. INDEPENDENCE RESULTS AND GODEL’S L

A major aspect of set theory research is independence results, proving that certain statements can neither
be proven nor refuted using certain axiomatic systems. Of course one of the most famous theorems of
the 20th century, Godel’s incompleteness theorem, is of this form.® In some sense, though, it is a little
unfortunate that the incompleteness theorem is the most famous independence result, as it is a fairly subtle
result to interpret semantically (involving models with non-standard natural numbers which ‘appear finite’
from within the model but are externally infinite and may code infinitely long, secretly unsound proofs).
Set-theoretic forcing, originally introduced by Cohen to establish the independence of the axiom of choice
from ZF and the continuum hypothesis from ZFC, is likewise somewhat difficult to understand, even given
the well-documented relationship between some aspects of forcing and the internal logic of certain kinds
of sheaf toposes. The idea of ‘generating an entirely new real number out of thin air’ is a little hard to
get accustomed to (as is the idea of the ‘space of surjections from N onto R which has no points but is
nevertheless non-empty’).

Given the fact that Godelian incompleteness and forcing are the two most famous varieties of independence
proofs, it’s reasonable that these kinds of results have a certain mystique among most mathematicians. In
my mind however, this is something of a shame because there are less well-known set-theoretic independence
proofs that are, I would argue, more conceptually accessible than the two most famous ones. In fact, on some
level, there are many ‘independence phenomena’ that are far more familiar to most mathematicians but are
not usually conceived of as ‘independence results’ per se. Consider, for example, the following suggestively
phrased proposition.

Proposition 1.1. The abelianity hypothesis is independent of GRP.

Proof. Z/27Z is a model of GRP that satisfies the abelianity hypothesis and S3 is a model that does not.
Therefore, by the soundness theorem for first-order logic, there can be no proof of either the abelianity
hypothesis or its negation from the axioms of GRP. (|

With the majority of set-theoretic independence phenomena, the very basic core argument is the same.
One exhibits models of something like ZF or ZFC both satisfying and failing to satisfy a given sentence. The
primary difference is that models of ZFC are large and rich enough to encode the majority of mathematics.
While models of set theory are obviously far harder to visualize than, say, groups with 6 elements, sometimes
the relative construction of these models can be visualized fairly clearly.

Like many mathematicians, set theorists’ intuition is often founded on cartoonishly simple mental pictures,
such as the standard drawing of a model of ZFC (see Fig. 1). A model of ZFC is somewhat like a great tree,
rooted at the empty set and with the ordinals forming a transfinitely tall trunk off of which the various sets
coding familiar mathematical objects branch. This picture immediately gives two coordinates which describe
the broad structure of the majority of constructions of one model of ZF(C) from another: One can imagine
a model extending another in height, leading to the idea of large cardinals, or one can imagine a model that
extends another in width, as is the case in set-theoretic forcing, or a model which is the result of pruning
another to some narrower width, which is the very basic idea of inner models such as Gédel’s L. Many more
elaborate proofs involve performing several (or even infinitely many) of these constructions in succession,
such as in Cohen’s original proof of the independence of choice from ZF, which involves forcing to widen a
model and then pruning down to a narrower symmetric submodel (a kind of inner model specialized for the
context of forcing) to kill the axiom of choice by carefully cutting certain choice functions out of the model.

1.1. The easiest independence result. The easiest of these pictures to explain in a moderately honest
way is shortening. Cutting a model of ZFC off at some arbitrary height will typically not result in another
model of ZFC (for instance if we chop the model in Figure 1 off between R and 2%, the resulting structure
fails to satisfy the power set axiom since there will literally be no subsets of R as elements left). In order for

3Although the incompleteness theorems are not uniquely set-theoretic in nature, as they apply equally well to Peano
arithmetic and other relatively weak formal systems.
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FIGURE 1. A model M of ZF(C) (not to scale).

remainder to be a model of ZFC, the height at which we cut needs to be special (specifically being what’s
called a ‘wordly’ cardinal). For the sake of continuity with the rest of this paper though, we’ll focus on the
stronger condition of inaccessibility.

Recall that two sets A and B have the same cardinality if there is a bijection between them. The axiom
of choice is equivalent to the statement that every set has the same cardinality as some ordinal. Since the
ordinals are well-ordered, there is a unique least ordinal of any given cardinality, which in set theory is
conventionally identified with the cardinality itself. For instance, Wg, the cardinality of countable sets, is
represented by the first infinite ordinal, and X, the smallest uncountable cardinal, is the first uncountable
ordinal (i.e., the first ordinal that does not admit a bijection with N).* The cardinality of a set A (i.e., the
smallest ordinal admitting a bijection with A) is typically written |A|.

Definition 1.2. An uncountable cardinal & is inaccessible if 2* < x for any A < s and for any family (X;);cr
of sets with | X;| < x for each i and |I| < s, we have that || J;c; Xi| < .

Inaccessibility of « is equivalent to saying that the category of sets of cardinality less than « is (equivalent
to) a Grothendieck universe (i.e., a small category which resembles the full category of sets strongly), but
also note that the two conditions listed essentially say that the collection of sets smaller than x satisfies the
power set axiom (since A < & entails 2* < k) and a strong form of replacement (since any coproduct of sets
of size smaller than k indexed by a set of size smaller than k is a set of size smaller than x). Power set
and replacement are really the strongest axioms of ZFC and are generally the hardest to arrange (especially
together) when trying to build a model.

4We should note that there is distinct notation in set theory for ordinals and cardinals. For instance, X1 is meant to indicate
the least uncountable cardinal and w; is meant to indicate the least uncountable ordinal, even though officially they’re the
same object. This distinction matters in terms of signaling intentionality but also in the interpretation of arithmetic operations.
Ny + 1 is Ny, since addition here is being interpreted in the sense of cardinality, but w1 < wj + 1, because addition here is
interpreted as addition of ordinals. To keep the exposition in this paper light, however, we will not be using any ordinal-specific
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FIGURE 2. An inaccessible cardinal x in a model M of ZFC and the corresponding initial
segment H,, which is itself a model of ZFC.

Definition 1.3. Given a model M of ZFC and a cardinal k in M, a set x is hereditarily of cardinality less
than k if © has fewer than x elements, every element of x has fewer than x elements, every element of every
element of x has fewer than k elements, every element of every element of every element of x has fewer than
k elements, and so on. HM is the set of elements of M that are hereditarily of cardinality less than k. We
may drop the superscript M and just write H, if M is clear from context.

For any inaccessible k € M, H,; is a model of ZFC (see Fig. 2). This gives us what is probably the easiest
ZFC independence result.

Proposition 1.4. If there is a model of ZFC containing an inaccessible cardinal,® then the statement “there
is an inaccessible cardinal” is independent of ZFC.

Proof. Fix a model M of ZFC with an inaccessible cardinal. Let x be the least inaccessible cardinal in M
(which exists by the fact that the cardinals are well-ordered). H} is now a model of ZFC such that no set in
HM is itself a Grothendieck universe. Therefore HM is a model of ZFC satisfying ‘there are no inaccessible
cardinals.” Since we now have a model of ZFC with an inaccessible cardinal and a model of ZFC without an
inaccessible cardinal, the statement “there is an inaccessible cardinal” must be independent of ZFC. O

1.2. The narrowest inner model. In what is arguably the first major result of set-theoretic metamathe-
matics, Godel famously showed that the consistency of ZF implies the consistency of ZFC and the (general-
ized) continuum hypothesis. He did this by building the first example of an inner model.

Definition 1.5. Given a model M of ZF, a class N C M is an inner model if N contains all of the ordinals
in M, N is transitive (i.e., satisfies that if x € N and y € z, then y € N), and N is a model of ZF.

Godel showed how to build the ‘narrowest’ inner model L, which can be thought of as the model of ZF
‘generated’ by the ordinals (see Fig. 3), although this description is hard to make precise in a robust way.
When it’s important to indicate that we are thinking about L inside a particular model, we typically denote
this with a superscript (i.e., LM is L built in M).

Fact 1.6 (Godel). There is a first-order formula ¢r,(x) in the language of set theory such that in any model
M of ZF, LM := {a € M : M satisfies pr,(a)} is an inner model of ZF satisfying the axiom of choice and
the generalized continuum hypothesis.

5We needed to include this caveat because, strictly speaking, we don’t know that ZFC is consistent with the existence of an
inaccessible cardinal. We also don’t strictly speaking know that ZFC or even weaker theories are consistent. This is a legitimately
important fundamental fact about metamathematics, but I do not want to dwell on it too much in this paper because it slides
pretty directly into philosophical questions about the ontology of mathematics, which I would guess most mathematicians don’t
like thinking about, and I am trying to emphasize the fact that the majority of set-theoretic independence results are more
similar in spirit to Proposition 1.1 than to Goédelian incompleteness.
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FIGURE 3. Godel’s inner model L for a typical model M of ZFC. R will usually be a strict
subset of R. Likewise, N1, the first uncountable ordinal, will in general be smaller in L than
it is in M.

For any inner model N C M, LN = LM, so in particular L™ C N.

It is tempting to try to define L™ as the intersection of all inner models of M. This could immediately
give a notion of ‘the inner model generated by a class C C M. This does work for singletons (i.e., there
is always a smallest inner mode L(x) satisfying that € L(z), but this can fail in the case of infinite sets:
There can be a set € V such that the intersection of all inner models M satisfying  C M is not an inner
model [6]. Moreover this is not really a usable definition of L(x) since in general one knows very little about
the collection of all inner models of a model of ZF.

The relationship between a model M of ZF and its corresponding L™ is analogous to the relationship
between a group G and its center Z(G) in a few ways: It depends on the initial model (i.e., for non-isomorphic
models M and N of ZF, L™ and L™ will not in general be isomorphic®), it is idempotent (i.e., L= LM),
and in general LM is more ‘controlled’ than M (e.g., LM satisfies the axiom of choice even when M does not,
like how Z(G@) is abelian even if G is not). L™ is also first-order definable in M, like how Z(G) is first-order
definable in G, but ¢y, (z) is significantly more complicated than pz(x) =Vy(z -y =y - x).

Another rough analogy one might make is to compare the relationship between a typical model M of ZFC
and L to the relationship between the complex numbers C and the algebraic numbers Q. L in some sense
represents the core of ‘explicitly definable’ elements of M (although there are subtle issues with making this
statement precise [9]). Moreover, it can easily be the case that RY = RN L is a proper subset of R or even
is countable as a set in M.

The fact that RY can be countable (in M) is at least reminiscent of the fact that Q is countable, although
on some literal level the comparison is misleading: L contains essentially every explicitly named real number
(such as 7, e, v, etc.) as these can be proven to exist in ZFC, which L satisfies. A closer analogy would be
to say that R” is like the field of computable real numbers, although this is again not literally true, since
ZFC proves the existence of many specific non-computable real numbers (such as the halting oracle 0’ or
Chaitin’s constant €2). Using a generalized notion of computation though, this can actually be made into a
precise statement. R” is the set of real numbers that can be computed by ‘ordinal Turing machines,” which
are a kind of infinitary generalization of Turing machines that are intimately related to L [14].

1.3. The definable well-ordering of L. One particularly important aspect of the fine structure of L is
that there is a precise mechanism that results in the axiom of choice holding, unlike in arbitrary models

6Although for well-founded models, which set theorists primarily consider, it will always be the case that one of LM and
LN is an initial segment of the other. The focus on well-founded models in set theory is in some sense analogous to the focus
on Noetherian rings in algebra, as they are both significantly easier to work with and fairly natural and interesting in their own
right.
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of ZFC. One way to understand this mechanism is that in the construction of L, sets are added ‘carefully’
so that it is possible to assign an ordinal ‘serial number’ to each set. In other words, there is a bijection
f:0Ord — L that is definable in L. This induces a definable global well-ordering < of L, which then gives
a definable global choice function: Whenever you need to pick an element of a set X, you can just take the
<p-least element of X (which always exists since <y, is a well-ordering). Another way to phrase this is that
we are choosing the ‘first element of X that showed up when we were building L.’

One thing to note is that, while <, is ‘canonical’ in the sense of being specifically definable, it is not
‘canonical’ in the sense of satisfying any more specific ‘naturality’ properties. If Aoy <y 7 + e, this doesn’t
mean there’s any special relationship between the Leech lattice and the question of whether m + e is an
irrational number. Likewise there are arbitrary choices that go into the specific definition of <y, so it could
easily be the case that either 2 < Q9 or Q19 <1 ¢? (depending on whether we like Hilbert spaces or
the p-adic numbers more). Perhaps more pertinently to ordinary mathematical concerns, if we use <y, to
build objects one typically builds with the axiom of choice (i.e., maximal ideals, bases of vector spaces,
extensions of linear operators on Banach subspaces, etc.), there’s no reason to expect anything special about
the resulting objects, aside from the fact that they’re explicitly definable.

For subsets of Polish spaces in particular, the definability of <y has the consequence that these kinds of
choicy objects can be relatively simple to define in the sense of descriptive set theory. Specifically, Gédel
showed” that in L the projection of the complement of the projection of a Borel set may fail to be measurable.

Fact 1.7 (Gédel). Assuming V = L% there is a Gs set (i.e., a countable intersection of open sets) A C R*
such that

3 (R3 \ 7T4(A)) = {<£Zi,y> € RQ <[ y}7
where T4 : R* — R3 and 73 : R? — R? are projection maps.

Moreover, it can be arranged? that {x € R : z <y, r} is countable and {z € R : r <y, x} is co-countable
for every r € R, implying that s (R3 \ 7r4(A)) is not Lebesgue measurable by Fubini’s theorem:

/1/1{1 I<Ly}dd 041 /1/1{1 a:<Ly}dd
xX = = Z.
o Jo L0 =Ly Y oooxﬁLyy
This gives us an immediate corollary (together with the basic results of measure theory that R? with R

with the Lebesgue measure are isomorphic as measure spaces) in the same manner as our other independence
proofs.

Corollary 1.8. ZFC does not prove that for every Borel set B C R3, mo(R?\ 73(B)) is Lebesque measurable,
where w3 : R3 — R? and 75 : RZ = R are projection maps.

Of course at the moment, we don’t have a true independence result because we don’t know that it is
consistent with ZFC that all such sets are Lebesgue measurable. In fact, it is relatively hard to prove that
there can be models of ZF that don’t satisfy V' = L in the first place, as this was an open problem until the
development of forcing by Cohen.

Given Fact 1.7, one might naturally wonder how ‘complicated’ the set A needs to be. Can it in some
sense ‘actually be written down’? Or is the proof of its existence from V' = L somehow essentially non-
constructive? Ordinary descriptive set theory does not really distinguish between different G5 sets. They
are all ‘equally complicated’ in that they have the same Borel rank. In order to meaningfully and precisely
answer these questions about A, we need to use ideas from computability theory.

7Although in his notes, he credited the observation that the definition of the well-ordering can be phrased in such a simple
way to Ulam [15, p. 197]. (See also [12, p. 151].)

8\ = L is the set-theoretic axiom that states ‘all sets are in L.’ V is the notation for the class of all sets in a model of ZF.
In other words, M satisfies V = L if and only if M = LM,

9This is actually automatic for the definition of <y, one typically writes down because every real number in L is built at a
countable stage of the transfinite construction of L.
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2. SOME EFFECTIVE DESCRIPTIVE SET THEORY

Descriptive set theory as a field starts by asking the question ‘What can we say about regularity properties
of subsets of R (and other metric spaces) that can be built using topologically tame sets, such as open
and closed sets, using basic operations, such as (countable) unions and intersections, complements, and
projections?’ It has its roots in the beginning of measure theory. Despite the fact that questions about
measurability of simple-to-define sets are now largely settled, descriptive set theory continues to be an active
area of research, with many applications in various areas of math (both within and outside of mathematical
logic). It’s often useful in showing that classifying some family of objects up to isomorphism via ‘simply
definable’ invariants is impossible.

Effective descriptive set theory grew out of a body of connections and analogies between descriptive set
theory and computability theory. Within descriptive set theory more generally, it is often useful for fine-
grained analysis and has applications to problems that do not overtly involve computability theory, such as
work by Lutz, Qi, and Yu in [18] on the Hausdorff dimensions of Hamel bases.

Here we will review some basic definitions and facts from effective descriptive set theory which we will
eventually need. We will mostly follow [19], although we will use slightly different terminology, with the
biggest difference being the uniform replacement of the word ‘recursive’ (in the sense of recursion theory)
with the word ‘computable.” We should also highlight that the following term is not standard.°

Definition 2.1. A basic Polish space is a finite product of the spaces N, N¥, R, and R (where R := [—o00, o0
is the extended real numbers).

Obviously we could add more to this list if we wanted to, but these are the only spaces we’ll need.

Let v,(n) be the p-adic valuation of n (i.e., the highest power of p that divides n). Let (pn)nen be the
sequence of prime numbers (i.e., pg = 2, p; = 3, etc.). For each of the spaces N, N¥, R, and R we fix an
explicit enumeration of a topological basis:

e N(N,n) ={n}.
e Forn >0,

NNV n—1)={ae N": (Vi < 1n(n))ali) = vp,,, (n)}.
e For n >0, N(R,n — 1) is the open interval

(1/3(71) —vs(n) v3(n) —vs(n) +vr(n) + 1)
14 wve(n) 1+ v2(n) '

e N(R,3n) = N(R,n), N(R,3n + 1) = (n, 00, and N(R,3n + 2) = [~o0, —n).

e For any product X xY of basic Polish spaces, for n > 0, N(X xY,n—1) = N(X,va(n)) x N(Y, v3(n)).
The fact that we have many redundant entries in these enumerations doesn’t really matter. Moreover, the
particular choices of basic open neighborhoods do not matter that much. All that matters is that these
actually are open bases and that basic facts about sets in each basis (such as inclusion of one set in another,
emptiness of intersection, etc.) are computably decidable, which is easy to verify about our choices here.
We will not actually be specifically referencing these enumerations at all; we’ve provided them more for the
thematic purpose of explicitness (and for the sake of fun).

Beyond this though it also gives a good example of how computability theorists (and other logicians
for that matter) think. Most mathematicians engage with the natural numbers combinatorially or in an
algebraic or analytic capacity. To a computability theorist, by contrast, a natural number is often just data.
Any finite, possibly heterogeneous, bundle of data can be coded as a single natural number, as in our coding
of N(NY n). Here we're using v, in a fundamentally different way than the other p-adic valuations, in that
it codes the length of initial segment of an element of NV that needs to be checked to verify membership in
N(NY,n). All of this is fairly unnatural from the point of view of number theory, but it doesn’t matter here.
All that matters at the moment is that we can do it, just like with the definable well-order <, of L.

Recall that a set W of natural numbers is computably enumerable if, informally speaking, there is a
computer program that lists the elements of W in some order. This can be formalized of course, but

10Recall that in general a Polish space is a completely metrizable separable space. Effective descriptive set theory in
general deals with ‘computably presentable’ Polish spaces, which includes the vast majority of explicitly named metric spaces
in mathematics.
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FIGURE 4. For any uncountable Polish space X, the boldface projective hierarchy is strict.
The same is true of the lightface projective hierarchy for countable or uncountable basic
Polish spaces.

all reasonable formalizations of this notion result in an equivalent theory of computation. (This is the
phenomenon of Turing completeness.) W is computable or decidable if there is a computer program that can
decide membership of W. A basic exercise in computability theory is showing that W is computable if and
only if both W and N\ W are computably enumerable. Famously Turing showed that there are computably
enumerable sets that are not computable (specifically sets coding the solution to the halting problem), but
there are also many examples in mathematics of sets that are known to be computably enumerable but not
know to be computable, such as the set {|p — ¢| : p, ¢ prime}.

Computably enumerable sets have a familial resemblance to open sets in the context of topology. Mem-
bership in either a computably enumerable or open set is witnessed by some ‘finite amount of data.” This
family resemblance makes the following notion fairly natural.

Definition 2.2. Given a basic Polish space X, a set U C X is semicomputable if there is a computably
enumerable set W such that U = |J,,cy N(X,n). Such sets U are also called £ sets.

It is immediate that a set U C N is semicomputable if and only if it is computably enumerable.

Descriptive set theory deals with regularity properties of various classes of subsets of Polish spaces, called
pointclasses. The most familiar examples of pointclasses are probably the classes of open and closed sets,
but the classes of G5 and F, sets are also fairly common. Gs and F,, are remnants of an older notation which
was abandoned by descriptive set theorists as it does not scale well to more complicated sets. The following
definition features some of the notation adopted by descriptive set theorists (although note that none of
the pointclasses in this definition are directly comparable to the open, Gg, or F, sets). More generally we
of course have the pointclass of Borel sets. A big topic of descriptive set theory (and in particular of the
interaction between it and set theory) is the projective hierarchy (see Fig. 4), which is built out of Borel sets
by successive applications of the operations of projections and complements.

Definition 2.3. The (boldface) projective hierarchy is a family of pointclasses of subsets of Polish spaces
defined inductively as follows.

e A subset A of a Polish space X is X1 (also called analytic) if there is a Borel set B C X x NY such
that A = 7(B).

e A set is IT! if it is the complement of a X! set.

o Aset AC X is B}, if there is a IT} set B C X x N¥ such that A = 7(B).

Finally, a set is AL if it is both ¥ and II..

Suslin’s theorem (later generalized by Lusin’s separation theorem) is a particularly important structural
fact about the projective hierarchy.

Fact 2.4 (Suslin). A set is A} if and only if it is Borel.

Since our goal is to analyze the complexity of projective sets in terms of computability theory, we also
need the following more fine-grained notion.

Definition 2.5. The lightface or effective projective hierarchy is a family of pointclasses of subsets of basic
Polish spaces defined inductively as follows.



o Aset AC X is X1 if there is a semicomputable set U C X x NN such that A = (X x NN\ U).
o A set is IT} if it is the complement of a X! set.
o Aset AC X is X, if there is a IT}, set B C X x NV such that A = 7(B).

Finally, a set is Al if it is both ¥} and I1%.

The terms ‘boldface’ and ‘lightface’ are in reference to the fact that historically the two families of
pointclasses were distinguished by font alone. Since this is admittedly an awful notational convention, it is
now common to further distinguish the boldface pointclasses by under-tildes.!*

The superscript 1 is to distinguish from the notation for the levels of the (effective) Borel hierarchy (e.g.,
%9 and I19). Since we won’t be needing to think about the complexity of Borel sets in this paper, we will
avoid spelling out too much of this notation, but we will still need the following definitions.

Definition 2.6. For any basic Polish space X, a set A C X is a X{ set if it is semicomputable. A set is a
IV set if it is the complement of a X9 set. A set is a AY set if it is both X9 and I1Y.
A set B is a I1J set if there exists a semicomputable U C X x N such that B = (,cy{z € X : (z,n) € U}.

A %9 set is the complement of a II3 set.

Just as how semicomputable sets are ‘computably open’ sets, I3 sets are ‘computably G5’ sets. Fact 2.4
has a generalization to the lightface projective sets, which is a bit technical to state. We will use a corollary
of this a few times which is that X9, TI9, 39, and TI9 sets are all A}.

The following basic fact will also be used frequently. The second part of this statement should be inter-
preted as saying that the lightface projective pointclasses are closed under ‘computable countable unions’
and ‘computable countable intersections’ and the boldface projective pointclasses are closed under countable
unions and intersections.

Fact 2.7 ([19, Cor. 3E.2]). DBoth of the classes S} and I are closed under finite intersections and unions.
If AC X xNis X} (resp. Z},), then J,enfr € X ¢ (x,n) € A} and N, on{z € X : (z,n) € A} are ),
(resp. L) as well.

neN

Note that Fact 2.7 immediately implies analogous results for the (boldface and lightface) IT and A point-
classes.

It is also useful to define a notion of definability for functions, analogously to the preceding notions of
definability for sets.

Definition 2.8. Given two basic Polish spaces X and Y and a pointclass I'; a function f: X — Y isa T
function'? if the set {(z,y,n) € X x Y x N: f(z) € N(Y,n)} isin T

This generalizes a few other notions: A function f: X — Y is
e Al if and only if it is Borel,
e ¥ if and only if it is continuous (where XY is the pointclass of open sets), and
e ¥ if and only if it is computable in the sense of computable analysis.
Moreover a function f : N¥ — N is computable in the sense of computability theory if and only if it is a X9
function. The fact regarding A functions follows from Fact 2.4.
We will be using the following facts in several places.

Fact 2.9 ([19, Thm. 3E.5 and 3E.7]). For any basic Polish spaces X and Y, any Al function f : X =Y,
and any set AC Y, if Ais XL (resp. IIL, Al), then the preimage f=1(A) is 31 (resp. IIL, Al) as well.
For any uncountable basic Polish spaces X and Y, there is a A} bijection f: X — Y with Al inverse.

This is extremely useful because the class of A} functions includes all computable functions and is closed
under basic operations such as composition. The second part of Fact 2.9 (as well as its boldface analog) is
part of the reason why so much descriptive set theory literature is phrased explicitly in terms of Baire space,
NN, rather than R, despite the historical origins of the field. All uncountable Polish spaces are ‘isomorphic’
in terms of most of the structure relevant to descriptive set theory, and this fact is essentially true in the

1Tt should be noted, however, that a lot of descriptive set theory literature only considers the boldface notion and so doesn’t
bother with maintaining notation for distinguishing the lightface projective sets.
121 [19], these are also sometimes referred to as [-recursive functions.
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sense of effective descriptive set theory as well. There is a clear analogy here to computability theory. One
naturally encounters many different countable sets in computability theory, such as N, N Z. and Q, but
these are all ‘the same’ in the sense that there are computable bijections between them.

That said, there are of course meaningful differences between different uncountable Polish spaces (e.g., R
is compact, R is locally compact, and NV is not even o-compact), but in terms of descriptive set theory we
only really see these differences near the low end of the Borel hierarchy (as we will see later in Section 5.2).
For instance, we cannot replace I1 with I in the following fact.

Fact 2.10 ([19, Ex. 3E.12]). For any basic Polish space X, a set A C X is %1 if and only if there is a 113
set B C X X R such that A = w(B).

Lemma 2.11. For any basic Polish space X andn > 1, a set A C X is Z}H_l if and only if there is a 11},
set B C X x R such that A = w(B).

Proof. Tt follows from Fact 2.9 that there is a Al bijection f : R — NY. We can now apply Fact 2.9 to the
Al map g: X x R = X x NN defined by g({(z,y)) = (z, f(y)) to get the required result. O

Lusin and Sierpiniski independently showed that one can build ‘universal X! sets.” In other words, for
any uncountable Polish space X, there is a 3! set A C X x X such that for every X! set W C X, there is
an e € X such that W = A(e) := {x € X : (x,e) € A}. This can be used to show that the (boldface and
lightface) projective hierarchies are strict (see Fig. 4) via a diagonalization argument that is reminiscent of
Turing’s proof of the unsolvability of the halting problem (which we can rephrase in our language here as
the statement that there is a X9 subset of N that is not AY).

Effective descriptive set theory had not been developed yet at the time of Lusin and Sierpinski’s result,
but the proof of the result is so explicit that the resulting universal set is actually lightface projective, even
though it indexes all boldface sets of the same complexity.

Proposition 2.12. For any n and any basic Polish space X, there is a X1 set A C X x R such that for
every X1 set B C X, there is an r € R such that B={z € X : (x,r) € A}.

Proof. This follows from [12, Thm. 12.7] and Fact 2.9. O

Definition 2.13. A set satisfying the conclusion of Proposition 2.12 is called a universal £} set. Universal
I} sets are defined similarly.

Note that the complement of any universal X set is a universal IT} set.

3. EXPLICITLY CHOOSING

Now that we have introduced some of the basic ideas of effective descriptive set theory, we are in a position
to answer the question posed at the end of Section 1.3. Just as with the universal X} sets in Proposition 2.12,

=n

Godel’s definition is explicit enough that it is possible to show that it is actually A} rather than just Al.

Fact 3.1 (Gédel [12, Thm. 13.9]). The G5 set in Fact 1.7 can be chosen to be I13. In particular, V = L
implies that < is a (lightface) AL well-ordering of R.

Proof. The first part of the fact establishes that <% is X3. To see that it is also IT3, note that = £ y if and
only if z =y or y <F x. x =y is a IIY (and therefore ¥}) condition, so z £% y is X3 by Fact 2.7. O

Fact 2.9 immediately gives the following corollary.
Corollary 3.2. (V = L) For every basic Polish space X, there is a A} well-ordering <% of X.

Proof. If X is countable, then there is clearly a computable (i.e., A}) well-ordering, which is therefore also
Al If X is uncountable, then the result follows from Facts 2.9 and 3.1. O

Note that for powers of R in particular, we could also use the lexicographic order induced by <% restricted
to R. For example, we could take (z,y) <&, (a,b) to mean z <* aV (x = a Ay <* b). The specifics do not
matter too much.

Given a low complexity well-ordering on a Polish space, we now have a low complexity choice function on
subsets thereof and can use this to produce low complexity versions of various choicy constructions. Recall
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that given an equivalence relation F on a set A, a transversal is a set B C A such that each equivalence
class of E contains exactly one element of B.

Lemma 3.3. (V = L) For any A} equivalence relation E on a A} set B C R", there is a 11} transversal of
E.

Proof. The set {z € R": (Vg e R") [z € BA(J& BV <k, yvz =gV —(z EY))]} defines a transversal of
E and is the complement of the projection of a Al subset of R” by Fact 2.7. By Fact 2.9, this implies that
it is a I13 set. ]

Lemma 3.4. [0,1] C R is 11 and the equivalence relation x E y on [0,1] defined by v —y € Q is X9. In
particular, both are Al.

Proof. The fact that [0,1] is II{ is obvious. It is also straightforward to show that the set {(z,z + g5, n) :
r € R, n € N} CR? x N is I19, which implies that the set {(z,y) : # —y € Q} is £9. By Fact 2.7 and the
fact that [0, 1)? is also 119, this implies that E is X9. O

Proposition 3.5. There is a semicomputable (and therefore open) set U C R3 x N such that, assuming
V=1L,

R\ m (R?\ 75 (R*\ my (R* x N\ U)))
is a 113 Vitali subset of [0, 1], where mq : R3 x N — R3, 73 : R — R?, and m : R? — R are projection maps.

Proof. By Lemmas 3.3 and 3.4, we can find a I} Vitali set A C [0,1] € R. By Lemma 2.11, there is a I}
B C R? such that A is the complement of my(B). By Fact 2.10, we can find a I19 set C C R? x N such that
B is the complement of 73(C). By definition, there is a II set D such that C' is the complement of 74(D).
U is then the complement of D. |

It should be noted that Proposition 3.5 is constructive in the sense that there is a specific computer pro-
gram enumerating the basic open neighborhoods of U. Moreover, the set R\ms (R2 \ 73 (R3 \ 74 (R3 x N\ U )))
exists in any model of ZFC,'? but the next fact implies that it is independent of ZFC whether it actually is
a Vitali set.

Fact 3.6 (Krivine [16]). ZFC is relatively consistent with the statement “every (lightface) XL subset of R is
Lebesgue measurable for every n.”

Proof. In [16], Krivine showed that ZFC is relatively consistent with the statement that all ordinal-definable
sets of reals are Lebesgue measurable. X1 sets are clearly ordinal-definable, so the statement follows. ([l

In particular, this statement in Fact 3.6 implies that any set defined in the same manner as the set in
Proposition 3.5 is measurable.

The word ‘lightface’ is essential in this statement, however. Solovay famously showed that, assuming the
existence of an inaccessible cardinal, there is a model of ZF + DC in which all sets of reals are Lebesgue
measurable. As an intermediate step in his proof, Solovay also built a model of ZFC in which all (boldface)
projective sets of reals are measure [28]. It was later shown by Shelah that it is not possible to remove the
assumption of an inaccessible cardinal from this proof [24]. This is part of a general theme in set theory,
namely that regularity properties of more complicated explicitly definable sets are intimately linked with
larger scale large cardinal phenomena.

Fact 3.7 (Shelah [22, 24]). If all (boldface) £} sets of reals are Lebesque measurable, then Ny is an inacces-
sible cardinal in L. In particular, the statement “all X3 sets of reals are Lebesque measurable” implies the

consistency of ZFC. (See Fig. 5.)

As noted by Shelah in [24], Fact 3.7 goes through in ZF + ACy, (where ACy, is the axiom of countable
choice). Moreover, it’s known that far less than ZF itself is actually required for the proof and that it goes
through in BZ 4+ ACy, (where BZ is ‘bounded Zermelo set theory’).

130y perhaps it would be more accurate to say that in any model of ZFC there is a set that can be built according to those
instructions.

MNote though that N; can never be inaccessible in V, since the category of countable sets is not a Grothendieck universe.
In the same way, NlL can never be inaccessible in L.
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FIGURE 5. If all 3} sets of reals are Lebesgue measurable, then X; is inaccessible!* in L,
so H¥ is a model of ZFC.

Note that Fact 3.7 doesn’t say that if all X3 sets of reals are Lebesgue measurable, then there is an
inaccessible cardinal. This is provably impossible. A statement that only quantifies over reals and sets
of reals (or other collections of uniformly small objects) cannot unconditionally imply the existence of an
inaccessible cardinal because such a statement will still hold in H,, where x is the smallest inaccessible
cardinal. Note that this is essentially the same argument as in the proof of Proposition 1.4.

4. POLYNOMIAL ENGINEERING

We will of course be needing the famous negative resolution of Hilbert’s tenth problem. This is by far the
best known part of this story and is already covered by many accessible expository accounts, such as [20].

For the moment, we will adopt the convention of writing functions with a semicolon to indicate that
certain variables are meant to be interpreted as parameters. For example, p(Z;n,m) in the following fact is
strictly speaking a polynomial in the variables Z, n, and m, but we are thinking of Z as unknowns and of n
and m as parameters. In particular, when we talk about the ‘number of variables’ of a polynomial, were are
only talking about those before the semicolon.

Fact 4.1 (Matiyasevich-Robinson-Davis—Putnam). There is a polynomial p(T;n, m) with integer coefficients
such that for every computably enumerable set W there is a natural number m such that for every n, n € W
if and only if there is a solution to p(Z;n,m) =0 in the natural numbers.

Polynomials with this property are called universal. We will need a very slightly more specific property
which is usually guaranteed in the construction of universal polynomials. To match the convention of [11],
we will also allow m to be a tuple of parameters rather than a single parameter.

Definition 4.2. A polynomial p(Z;n,m) with integer coefficients is positively universal if for every com-
putably enumerable set W, there is a tuple of natural numbers m such that p(zZ;n,m) > 0 for any natural
numbers Z and n and for every n, n € W if and only if there is a solution to p(Z;n,m) = 0 in the natural
numbers.

Obviously any universal polynomial p yields a positively universal polynomial p? with twice the degree,
but universal polynomials are typically constructed as a system of polynomials which are then combined as
a sum of squares. This is almost certainly true of all known constructions of universal polynomials.

The original proof of the existence of universal polynomials, while constructive, didn’t do much to control
the degree or number of unknowns of the resulting polynomial. There doesn’t even seem to be a published
estimate of how big the original polynomial would be. Robinson and Matiyasevich, jointly and separately,
produced a series of proofs reducing the needed number of unknowns, with Matiyasevich eventually reducing
it to 9 in an unpublished proof. Jones published this proof along with an analysis (some of which was

12



(z12023 4+ 24 — (25 — nM3)T2)? + (26 — x?)ﬁo)z + (27 + 2§ — 1 — x722)?
+(xs 4 2my — 23)* + (32 — ma — zows)® + (21 — Mg — 1028)” + (211 — 26°)°
+([23 + 2128 + 222y + (2(21 — ma27) (1 + nad + x3)* + 2722 + zradad)xd) (22, — x11]

+ [#3 — z5m0 + 2o + wgwrwd + (22 — 2)ad)[2?, — 1] — 212)?

2 2 2 212
+(713 — 2w1477503577, ) + (213236 — 216 + 1 — 237)

+(4(z18 — T16715731)? + 219 — 776)% + (216 — T12 — 1 — T2oT13 + T20)?

+

To1 — (21423, + Dapowi503,)? + (18 — 2212 — 1 — T99)?

+

To3 — T5T14 — T1gTa1 + 2718 — 4T01Toy + HToy)?
235 — (23, — Dty — 1)® + (235 — (23, — Dadeals — 1)

+((w23 + T27295)? — (w21 + T35 (235 — 721))? — 1) (2212 + 1 + @05718)* — 1)?

+

(
(
(
(
(3
(

FIGURE 6. Jones’s universal polynomial'®

performed by Wada) of various universal degree-unknown-number pairs, reporting the existence, for example,
of a degree 4 positively universal polynomial in 58 unknowns and a 9-unknown positively universal polynomial
of degree 47216 - 5°® + 9728 &~ 1.638 x 10%° [11]. Unfortunately Jones omits a fair amount of details of these
constructions and only explicitly gives the polynomial p(x1, ..., Tag;n,m1,ma, m3) of degree 2 - 5% shown
in Figure 6 along with the general technique for constructing universal polynomials with 9 variables (out
of other universal polynomials'®). Focusing on this polynomial is reasonable, as it has the virtue of being
short enough to actually write on one page, but it’s unclear how difficult it would be to fully replicated the
other results reported by Jones. Using a standard technique of encoding intermediate calculations in extra
variables [20, Thm. 6.2], it is possible to convert the polynomial in Figure 6 to an equivalent one of degree
4 but with roughly log, 5%° variables.

Now we have almost all of the ingredients we need to arrive at our main results. One last fact is the
observation, originally due to Cantor, that there is a polynomial pairing function on N.

Fact 4.3 (Cantor). The polynomial %(x +y)(x+y+1)+y defines a bijection between pairs of non-negative
integers and non-negative integers. In particular, the polynomial Jo(x,y) = (x +y)(x +y + 1) + 2y is an
injection from N? into N.

For each n > 2, let Jyq11(x1, ..., Tn41) = Jo(Jn(21,. .., 2n), Tnt1). Note that each J,, is a polynomial of
degree n with integer coefficients which moreover defines an injection from N™ to N.

Lemma 4.4. For any n, any sequence of rational pairs (a;,b;)1<i<n With a; < b; for each i, any real vector
(x1,...,2n) € [[1_(a;,b;), and any s € R, there are natural numbers ki,. .., ksiq such that

n

kiky — ks Y (kawi — ksyi + ks)® > s
i=1

but k’%kg — k3 Z?zl(klzi — k3+i + k‘3)2 <0 fO’I‘ any <Zl, ceey Zn> ¢ H?=1(ai, bl)
Proof. Let r(z,k) = k?ks — k3 >, (k12 — ka4 + k3). We clearly have that if k; and ks are positive, then
the set of Z for which 7(Z, k) > 0 is the closed Euclidean ball with center <k4,;k3 ey k‘”"_k3> and radius

k1
1?2 For any z € []!_, (a;,b;), we can find such a ball B such that B is a subset of []"_; (a;,b;) and Z is in

15The occurrence of 58 in the degree of the 9-unknown universal polynomial is not a coincidence. This polynomial is
constructed using the 58-unknown polynomial. Given a universal polynomial with v unknowns of degree 4, the construction in
[11] produces a 9-unknown universal polynomial of degree 47216 - 5¥ + 9728.

16Note that [11] takes the natural numbers to be the positive integers. To use Jones’s polynomial with the convention 0 € N,
it would be necessary to replace each variable x with x + 1.
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the interior of B. Moreover, we have that r(z, tk) = t3r(Z, k). Therefore we can make the particular value
of r(Z, k) arbitrarily large without changing the set {z € R™ : r(z, k) > 0}. O

Lemma 4.5. Fiz a positively universal polynomial q(y1,...,yu; ¢, m) of degree §. For any semicomputable
set U C R* x N, there is a tuple m of natural numbers such that the polynomial

p(xl,...,a:a,n,yl,...,yy,fl,...,£3+a,k1,...,k3+a)

of degree max{3+ 4,7} given by

2+4a a
kT ko (1 — q(; laa,m) — (01 — Jo(n, k1)) — Z(&‘H — Jao(l;, ki+1))2> — k3 Z(lﬁxz — kagi + k2)?
i=1 i=1
satisfies that
1 n=20
sup p(fanaga 7E): 400 n >0, (E,n—1>EU
pENT LER RNt e 0 n>0 (F.n-1¢U
for any x € R* and n € N.

Proof. First note that clearly if £ # J(n, k1) or £;41 # J({;, kiy1) for some i < 2+a, then p(z,n, 7,4, k) < 0.
This is equivalent to saying that if f3,, # Jara(n, ki, ks, ..., k31qe), then p(Z,n,7,¢, k) < 0. Moreover if
q(U;l34q,m) # 0, then p(z,n, 7,7, k) <0. Let 7(Z, k) be the polynomial from the proof of Lemma 4.4. Note
that if 31, = Jyra(n, k) and q(7; £34q,m) = 0, then p(zZ,n, 7,0, k) = r(Z, k).
Let Wy be a computably enumerable set satisfying that U = (J,cyy,, N(R® x N, 7). Let W7 be the set of
¢ € N satisfying that £ = Jy,,(n, k) for some natural numbers n and k such that one of the following holds:
e n=0k =1,and ks = k3 =0,
e n>0and ky=ks =0, or
e n, ko, k3 > 0 and there is a t € Wy such that

{z1,...,zq,m—1): 7 € R r(z,k) >0} C N(R* x N, ).

Note that this subset inclusion is decidable as a function of (n, k) and ¢, so we have that W is a computably
enumerable set. Let m be a tuple of natural numbers chosen so that for any £ € N, ¢(g; £,m) has a solution
in the natural numbers if and only if £ € Wi. Let g(Z,n) = supyenw ens+a P(T, 0, 7, 0, k).

Fix (Z,n) € R® x N. If n = 1, then we have that when if 5., = Jyyo(n, k), k1 = 2, and ko = k3 = 1,
then p(Z,n, 7, £, k) = 1 and otherwise p(Z,n, 7, ¢, k) < 0. Therefore g(Z,n) = 1 whenever n = 1.

If n > 1 and f3,4 = Pyia(n, k) such that kg = k3 = 1, then we have that p(Z,n, 7, ¢, k) = 0. Therefore
g(Z,n) > 0. If (z,n — 1) € U, we have by Lemma 4.4 that for any s € R, there are ¢, £, and k such
that p(Z,n,9,¢,k) > s. Therefore g(Z,n) = +oo for any (z,n — 1) € U. If (z,n — 1) ¢ U, then we have
by construction that p(z,n,,/, k) < 0 for any natural numbers g, £, and k, so g(Z,n) < 0 and therefore
g(Z,n) =0. O

The polynomial in Lemma 4.5 was chosen to minimize degree. If instead our goal was to minimize the
number of variables, we could have chosen
a
kiky (1= q(@;6,m) — (0= Jasa(n, ))?) — ks > (kna; — ksyi + ka)?
i=1
giving a polynomial p(z1,...,Za, Y1y, Yoy by K1, ..., k3tq) of degree max{3 + §,11 + 2a}.
It seems unlikely that the number of variables or degree of the polynomial in Lemma 4.5 is optimal (even
relative to the given v and §). For instance, we pick up some complexity injecting (n, k) into N, which could
probably be folded into the construction of the universal polynomial itself.

Proposition 4.6. If there is a positively universal polynomial with v unknowns of degree &, then for any
(lightface) TI9 set X C R®, there is a polynomial p(x1,...,Ta,n, k1, .., ketvr24) of degree max{3+4,7} with
integer coefficients such that
f@) =t swp p(@ 70, k)
neN LeN6+v+2a
is the indicator function of X.
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Proof. Fix a I3 set X C R®. By definition, there is a %Y set U C R® x N such that X = {Z € R* : (Vn €
N)(Z,n) € U}. By Lemma 4.5, we can find a polynomial p(x1,...,2Z4,n,k1,...,kstri2q) Of the required
degree such that supgeyervi2e p(Z,n,k) is 1if n =1, 400 if n > 1 and (Z,n — 1) € U, and 0 if n > 1 and
(Z,n — 1) ¢ U. This implies that inf, ey supjens+v+20 p(Z, 1, k) is the indicator function of X. O

The key observation for the following corollary is that for indicator functions, the supremum operator
is equivalent to a projection and the infimum operator is equivalent to a co-projection'” of the indicated
set. This is directly related to the observation that the supremum is like a real-valued analog of existential
quantification and the infimum is similarly analogous to universal quantification, which is a basic idea in
real-valued logics.

Corollary 4.7. If there is a positively universal polynomial with v unknowns of degree &, then for any
(lightface) $L set X C R®, there is a polynomial p(T1,...,Tay21s- -y ZmsM k1, kesvi2ar2m) of degree
max{3 + 8, 7} with integer coefficients such that if m is odd, then

f(Z)=sup inf --- inf sup inf sup p(Z,Z,n, k)
21€R 22€R Zm—1€R ;  cRNENfoN6+v+2a+2m

is the indicator function of X and if m is even, then

f(@)=sup inf --- sup inf sup_ inf p(z,zZ,n, k)
z €R #2€R Zm—1 ER Zm ER peN keENG+V+2a+2m

is the indicator function of X.

Proof. Tt follows from Lemmas 2.11 and 4.6 by induction that for any odd m and X1, set X C R® or any even
m > 0 and II}, set X C R%, there is a polynomial p of the required degree with integer coefficients such that
f(Z) = sup, cpinf.,cr---inf.  _ crsup, cpinf,ensupgenetvizatem P(Z,2,n,k) is the indicator function of
X.

The statement then follows for X! sets X C R® for even m by applying the preceding result to the
complement R® \ X and then taking 1 — p(Z, z,n, k) to be the required polynomial. O

Theorem 4.8. There is a polynomial p(x,y, z,n,k1,...,kz) of degree T with integer coefficients such that
if V.= L, then
x) = inf sup inf su Y, 2,n, k
f(z) inf sup inf EGNBOP( Y )
is the indicator function of a Vitali subset of [0,1], yet it is also relatively consistent with ZFC that f(x) is
Lebesgue measurable. In particular, it is independent of ZFC whether f(z) is measurable.

Proof. By Proposition 3.5 there is a IT3 set A C R such that V = L implies A is a Vitali subset of [0, 1].
Applying Corollary 4.7 to the complement of A (using the degree 4 positively universal polynomial with 58
unknowns in [11]) to get a polynomial ¢ and taking 1—q gives the required polynomial p(x,y, z,n, k1, ..., k7o)
of degree 7. ]

Of course, we can just as easily get that the indicator function of the well-ordering <y on R is similarly
definable using a polynomial p(z,y, z, w, n, k1, . . ., kr2) of degree 7 with integer coefficients using Fact 3.1 and
Corollary 4.7. Another thing we might want to try when contemplating variants of Theorem 4.8 is minimizing
the number of variables required rather than the degree. We can attain the same result with a polynomial
p(w,y, z,n, k1,. .., kia) of degree 47216 - 5°® 4 9731 using the suggested modification after Lemma 4.5 and
the 9-variable universal polynomial in [11].

It should be noted that V' = L is consistent with the presence of many (although not all) large cardinals,
including the existence of a proper class of inaccessible cardinals (and more, such Mahlo and some Erdds
cardinals). This means that, on the one hand, the measurability of the function in Theorem 4.8 is independent
of not just ZFC, but of Tarski-Grothendieck set theory,'® which is strong enough to formalize the vast
majority of proofs that occur outside of the context of set theory itself. On the other hand, the potential
non-measurability of f(z) occurs in extremely weak theories too, as low as even fragments of second-order

" The co-projection of a set A C X XY is the complement of the projection of the complement.
18 Tarski-Grothendieck set theory is the theory ZFC + “there is a proper class of inaccessible cardinals”, although the theory
is not typically described this way specifically.
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arithmetic. This is because the construction of L is robust enough to work even in such weak contexts [27,
Sec. VIL4].

It is an open problem whether there is a universal Diophantine equation of degree 3, but note that having
such a polynomial would not decrease the degree needed for Theorem 4.8 (since Lemma 4.5 gives a polynomial
of degree max{3 + 9, 7}). This suggests an obvious question.

Question 4.9. For which § does ZFC prove that all functions of the form

) = inf sup inf su T, Y, Z,n, k
f(z) yemzegneNkN%p( y )

with p a polynomial of degree § are Lebesgue measurable?

Just like with Diophantine universality, there are many possible variants of this question, such as asking
about different values of m, but at the moment I can’t even see how to resolve it for 6 = 2. None of the
results in Section 5 are immediately helpful.

We can of course rewrite Fact 3.7 in a form analogous to Theorem 4.8.

Theorem 4.10. There is a polynomial p(x,y, z,w,t,n, k1, ..., kz4) of degree T with integer coefficients such
that if the function
g(z,y) = sup inf sup inf sup p(z,y,z,w,t,n, k)
2€R WER R n€N g 74
satisfies that g(x,r) is Lebesgue measurable for every r € R, then Wy is an inaccessible cardinal in L. In
particular, the statement “g(xz,r) is measurable for every r € R” implies the consistency of ZFC.

Proof. By Proposition 2.12, there is a (lightface) ¥3 set X C R? that is universal for 31 subsets of R. We
can apply Corollary 4.7 to this X together with the positively universal polynomial of degree 4 with 58
unknowns in [11] to get a polynomial p(x,y, z,w,t,n, ki,...,kzs) of degree 7. The statement then follows
by Fact 3.7. ]

We should slow down for a second to comment on some of the remarkable properties of the function
g(z,y) in Theorem 4.10. For every Borel (or more generally 1) subset X of R, there is an r € R such that
g(x,r) is the indicator function of X. The vast majority of named sets of reals in mathematics are Borel:
The rational numbers, the irrational numbers, the algebraic numbers, the transcendental numbers, the set
of normal numbers in any given base, the set of absolutely normal numbers, the set of Liouville numbers,
every countable or co-countable set of real numbers, every closed or open set of real numbers, and many,
many others can all be realized as a set of the form {z € R : g(z,r) = 1} for some r € R. Moreover, the
relevant r can usually be computed explicitly, at least in principle. And there’s also nothing particularly
special about R here. By combining Proposition 2.12 and Corollary 4.7, we can write a similarly universal
function ¢(Z,y) for any R™.

There are named non-Borel sets in certain Polish spaces that are not from logic and were not constructed
for the sake of being an example of a non-Borel or non-measurable set (such as the set of everywhere
differentiable functions in the Banach space C[0,1] of continuous functions on [0,1] with the supremum
norm), but I do not know of a single example in the reals themselves. Furthermore, most ‘naturally occurring’
non-Borel sets are still 1 or II} (and therefore also X3).

The following corollary is immediate but also worth highlighting.

Corollary 4.11. The statement

“every function of the form

f(z) = qaqqaqaqq - - - p(z, .. .)
veXveXveX
(where each qqq is sup or inf, each v is a variable, each X is R or N, and p is a polynomial with
real coefficients) is Lebesque measurable”

has the same consistency strength (over ZFC) as the existence of an inaccessible cardinal and in particular
implies the consistency of ZFC and is therefore not provable in ZFC.
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Proof. One direction is immediate from Theorem 4.10. The other direction (i.e., showing that all such
function can consistently be measurable assuming the existence of an inaccessible cardinal) follows from [28,
Thm. 2] and the fact that function f(x) of the form in the given statement is X! for some n (with n at most
one more than the number of infima and suprema in the definition of f(x)). O

Sets with even more specific structure can be constructed with analogously explicit functions under the
assumption of V' = L. We have put the majority of the proof of the following result in Appendix A, but
morally it is fairly similar to the proof of Theorem 4.8.

Theorem 4.12. There is a polynomial p(i,x,y, z, w,t,n, k1, ..., kra) of degree 7 with integer coefficients such
that if V. = L, then the functions h(1,z,y, z),...,h(16,2,y,2) are the indicator functions of a paradoxical
decomposition of S?, where
h(m,x,y,2) = inf sup inf sup p(m,z,y,z,w,t,n, k).
wER g nEN kENT6

Proof. By Corollary A.8, there is a sequence (4;)i<16 of I13 sets that, assuming V = L, are a paradoxical de-
composition of S2. By Facts 2.7 and 2.9, this implies that the set {(/,z,y,2) € R*: £ € {1,...,16}, (z,y,2) €
A;} is 1}, whereby the result follows from Corollary 4.7. g

Other highly choicy objects also admit lightface projective definitions under V' = L, such as Hamel bases
of R as a Q-vector space and non-principal ultrafilters on N encoded as subsets of the one-thirds Cantor set.

5. MEASURABILITY BY INSPECTION

Definitions broadly like the one in Theorem 4.8 are fairy common in mathematics, yet it is also a relatively
universal experience that, in practice, one does not need to worry about measurability of functions one has
‘actually written down.” To what extent can we explain this phenomenon?

One suspect in Theorem 4.8 is the fact that polynomials are not in general uniformly continuous. Given
any uniformly continuous function g(x,y), f(r) = sup, g(z,y) is also uniformly continuous and therefore
measurable. This is a specific case of a general phenomenon, which is that often ostensibly projective sets
or functions are actually Borel. (We’ll see a more subtle instance of this in Section 5.3.) For instance, often
‘quantification’ (e.g., suprema, infima, intersections, and unions) over an uncountable family can be replaced
with quantification over some dense countable subfamily by some monotonicity or continuity condition.
5.1. Measurability of analytic sets. Roughly speaking, the strongest!? ZFC-provable general theorem
regarding measurability is Lusin’s result that analytic sets are always universally measurable.

Definition 5.1. A subset of a Polish space X is universally measurable if it is measurable with regards
to the completion of any o-finite Borel measure on X. A function f : X — R is universally measurable if
F71((r,00]) is universally measurable for every r € R.

Note that the set of universally measurable subsets of a Polish space is always a g-algebra, since it is an
intersection of o-algebras.

Fact 5.2 (Lusin). Any 31 (i.e., analytic) set is universally measurable.

Since analytic sets are precisely the images of Borel sets under Borel maps, this class is fairly broad.
Furthermore, although complements of analytic sets are not in general analytic, the pointclass of analytic
sets is closed under countable unions and intersections (Fact 2.7).

For the purpose of using Fact 5.2 to show that certain classes of functions are universally measurable,
we’ll need the following definition and lemma.

Definition 5.3. For any Polish space X, a function f : X — R is (lower) semi-X1 if for every r € R,
f7H((r, 00]) is 21

9T here are of course always stronger results, such as Solovay’s result that ‘provably é%’ sets are Lebesgue measurable [12,
Ex. 14.4].
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Unfortunately the term semianalytic is both already in use and will appear later in this paper, so we have
opted for the visually clunky but unambiguous term in Definition 5.3. Strictly speaking, the notion of upper
semi-X1 functions clearly also makes sense, but to avoid an overabundance of words we will only use the
term ‘semi-31’ and this will always refer to the notion in Definition 5.3.

Lemma 5.4.

(1) A function f is Borel if and only if f and —f are both semi-X1. In particular, Borel functions are
semi-21.

(2) Any semi-X1 function is universally measurable.

(3) f is semi-X1 if and only if for any r € R, f~1([r,oc]) is Ti.

(4) If f: X xY — R is semi-£1, then g(x) = sup,c 4 f(z,a) and h(z) = infuea f(x,a) are semi-X} for
any countable A CY.

(5) If f : X XY = R is semi-X1, then {(x) = sup,cy f(x,y) is semi-X1.

Proof. 1 follows from 3 and Fact 2.4. 2 follows immediately from Fact 5.2. 3 follows from f~1([r,oc]) =
ms<r, seQ f_l((r7 OO]), f_l((r7 OO]) = Us>'r‘, seQ f_l([r7 OO]) and Fact 2.7.

For 4, first note that g~ ((r,00]) = U,ca{z € X : (z,a) € f~1((r,0])). Since X x {a} is closed in X x YV’
for each a € A, the terms in the union are X1, so we have that g is semi-Xi. For h, we similarly have that
h=([r,00]) = Nyeaf{z € X : (z,a) € g7 ([r,00])}, implying that each h~'([r,o0]) is X and therefore h is
semi-X1 by 3.

Finally, for 5, note that £=1((r,00]) = m(f~1((r,00]))), where 7 : X x Y — X is the projection. Since
projections of X1 sets are X1, we have that ¢ is semi-X1. |

5.2. An extra quantifier from o-compactness. Another suspect in Theorem 4.8 is alternation of quan-
tifiers (i.e., alternation of suprema and infima). We can show that 4 alternating blocks of quantifiers are
necessary for something like it to work.

Recall that a topological space is o-compact if it is a countable union of compact sets. Also recall that a
function g : X — R is lower semi-continuous if the open superlevel sets g~1((r, oc]) are open for each r € R.
Note that continuous functions in particular are lower semi-continuous.

Proposition 5.5. Fir a o-compact Polish space Y and an arbitrary o-compact topological space Z. Fiz an
arbitrary set W (which we will think of as a discrete topological space). Let g:Y x Z x W — R be a lower
semi-continuous function. Then the function f:Y — R defined by

f(y) = inf sup g(y, z,w)
2€EZ weWw
is Borel.

Proof. The function fo(y,2) = sup,ew 9(y, z, w) is lower semi-continuous, since it is the supremum of a
family of lower semi-continuous functions. Therefore the closed sublevel sets f;'([—o0,7]) = {(y,2) :
foly,z) < r} are closed. Since Y and Z are o-compact, their product is as well and so each of the sets
fot([—o0,7]) is o-compact.

Now f(y) = inf.ez fo(y, z). We have that f~*([—oco, 7)) = {y : f(y) < r}isequalto|J,_, Tz2(f5 ([—o0, 5]))
(where 77 : Y x Z — Z is the canonical projection map). By monotonicity, we also have that f~*([—oc,r)) =
Uscr, sc0 7z(fy *([~00,5])). For each s, we have that since f; *([—o0c,s]) is o-compact, 7z (g *([—00, 5]))
is as well and is hence also F,, (since Y is Hausdorff). Therefore each f~!([—o0,7)) is also F,, since it is a
countable union of F, sets. O

Corollary 5.6. If X, Y, Z, and W, are Polish spaces (withY and Z o-compact) and g : X XY X ZxW — R
is lower semi-continuous, then

f(z) = sup inf sup g(z,y,z w)
yeY 2€Z wew

is semi-X1 and therefore universally measurable.

One thing to note is that Proposition 5.5 does need o-compactness. Without o-compactness, the best
we can guarantee is that if X and Y are Polish spaces and Z is an arbitrary set, then for any continuous
g: X xY xZ =R, f(z) =infyecy sup,cy g(z,y,2) is semi-21.
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5.3. Logical tameness and o-minimality. Another culprit in Theorem 4.8 is the interaction between
quantifying over R and quantifying over N. It is of course a standard fact that suprema and infima of
countable families of measurable functions are measurable (since measurable sets form a o-algebra), but it
turns out that if we start from ‘logically’ tame functions, solely quantifying over R can be tame as well.

The earliest named example of this phenomenon is probably the Tarski-Seidenberg theorem, which says
that projections of semialgebraic sets are semialgebraic, where a set X C R™ is semialgebraic if it is a finite
Boolean combination of polynomial equalities and inequalities (i.e., sets of the form {Z € R™ : p(Z) = 0} and
{Z € R : p(Z) > 0} for polynomial p). Semialgebraic sets are locally closed and hence always Borel.

Since complements of semialgebraic sets are semialgebraic, it follows immediately from the Tarski-
Seidenberg theorem that every set X C R™ that is first-order definable in the reals as an (ordered) field
is semialgebraic. In the context of this paper, this has the following consequence.

Fact 5.7 (Tarski-Seidenberg). Every function of the form

f(z) =qqaqqqqaq- - - p(z,...)
veER veER veER

(where each qqq is sup or inf, each v is a variable, and p is a polynomial with real coefficients) is Borel and
therefore universally measurable.

Proof. The R-valued function f is first-order definable?® with parameters in (R, +,-). Hence each set of the
form f~1((r,00]) is semialgebraic and thereby Borel. O

This can be extended beyond polynomials to anything first-order definable in (R, +,-), which includes
things like \/2 and rational function (once we fix some reasonable convention for handling normally undefined
values). For instance, the function

@ =30 +<o

is definable in (R, +,-) by the formula p(z,y) = (2 < 0Ay=0)V (2 >0Ay>0Ay-y=2).2

In the 80s and into the 90s, seminal model-theoretic work of van den Dries, Knight, Pillay, and Steinhorn
isolated a general class of structures, the o-minimal structures, that admit this kind of automatic topological
tameness for definable objects. This extended earlier work of Lojasiewicz and Hironaka on semianalytic and
subanalytic sets, which exhibit topological tameness analogous to that of semialgebraic sets for certain sets
defined in terms of equalities and inequalities of real-analytic functions (see [1, Ch. 5]).

{\/5 x>0

Definition 5.8. A first-order structure R extending (R, <) is o-minimal if any definable (with parameters)
subset of R is a finite union of intervals (of possibly 0 or infinite length).

Note that since semialgebraic subsets of R are always finite unions of intervals, we have that (R,+,")
is o-minimal. This property ends up having profound structural consequences—for instance it implies that
every definable set of any number of dimensions has finitely many connected components—and it has found
many applications outside of model theory [4, 7]. This is sometimes regarded as an answer to Grothendieck’s
challenge to ‘investigate classes of sets with the tame topological properties of semialgebraic sets’ issued in
his Esquisse d’un Programme.

Fact 5.9 (Knight, Pillay, Steinhorn [13], see also [8, Ch. 3]). If f :JR”C — R is definable in an o-minimal
structure R, then for every (open, closed, or half-open) interval I C R, f=1(I) is a finite union of connected
submanifolds of R¥.

If f(Z,y) is definable in an o-minimal structure R, then the functions infyecr f(7,y) and sup,cg f(7,y)
are as well. This means that we are able to generalize Fact 5.7 to any o-minimal structure on R.

Corollary 5.10. For any function g(x,...) definable in an o-minimal structure R, every function of the
form

f(z) =qqqqaqqaq- .. g(z,...)
vER vER vER

20We say that a function f : R™ — R is definable in some structure on R if the sets {(z,y) € R™! : f(z) = y},
{z € R": f(Z) = oo}, and {T € R" : f(Z) = —oo} are all definable in that structure.
210f course the relation # < y is definable by the formula (z,y) = Iz(z + z - z = y).
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(where each qqq is sup or inf and each v is a variable) is Borel and therefore universally measurable.

By Wilkie’s theorem [33], the structure (R, +, -, e*) is o-minimal, so Corollary 5.10 applies to all functions

. . . . . " log || +e@°—2)/¢"
built out of the basic arithmetic operations, e*, logz, and |z|, such as ——aT

Not all analytic functions are definable in o-minimal structures. In fact, even sin(z) is ‘wild’ from this
perspective.

Fact 5.11. A function f : R™ — R is first-order definable (with parameters) in (R, +,-,sin(x)) if and only
if it is 3L for some n.

Fact 5.11 seems to be folklore, but a lot of the machinery needed to prove it is similar to the techniques
used in this paper. The key is that sin(z) allows us to define Z and thereby define N. This means that
Fact 5.11 holds for other expansions of (R,+,) by other seemingly tame functions such as (R,+,-, |x])
(where |z] is the floor function).

However, there is still some sense in which these familiar functions are tame in terms of quantification
and measurability. This was originally studied in the context of semianalytic and subanalytic sets, but for
our purposes it will be easier (and slightly more general) to phrase things in terms of o-minimality.

Definition 5.12. A function f : R"™ — R is locally o-minimal if there is an o-minimal expansion of the reals
in which the restriction of f to [—k, k]™ is definable for each k (although not necessarily uniformly).

By the main results of [32], every entire real-analytic function is locally o-minimal. Furthermore, so are
many commonly used piecewise continuous functions, such as the floor and ceiling functions and the square,
sawtooth, and triangle wave functions.

This regularity assumption only really buys us one additional quantifier, which is non-trivial but only
just.

Proposition 5.13. If h : R*™*™ — R is locally o-minimal, then f(Z) = supyepm h(Z,7y) and g(z) =
infgerm h(Z,§) are Borel and therefore universally measurable.

Proof. We have that f(Z) = supyey Supge(_g g 2(Z, §). By local o-minimality, supge_y yym 1(Z, §) is Borel
for each k € N, whereby f(Z) is Borel. The infimum case follows from the supremum case by considering
— supgepm —h(Z, 7). O

Note though that in the case of real-analytic functions, Proposition 5.13 is not an improvement over
Proposition 5.5.

5.4. Measurability from large cardinals. It has been an ongoing theme of set-theoretic research that
there is an intimate relationship between measurability of definable subsets of R and large cardinals. We've
already seen a bit of this in Fact 3.7. We've also seen (in Fact 3.6, for instance) that it can consistently be
the case that all reasonably definable functions on the reals are measurable, but on a psychological level it
would be more comfortable if, for instance, it just were the case that no ‘explicitly definable’ subset of R?
can be a paradoxical decomposition of S?. The impossibility of such things follows from certain beyond-ZFC
set-theoretic principles that are commonly considered, such as various large cardinal axioms and projective
determinacy (a restricted form of the more famous aziom of determinacy (AD) which, unlike AD, is consistent
with the axiom of choice). We don’t have enough space in this paper to discuss projective determinacy other
than to mention that, like some large cardinal axioms, it has found applications outside of set theory and
descriptive set theory, such as in recent work by Avilés, Rosendal, Taylor, and Tradacete resolving certain
problems in Banach space theory under the assumption of projective determinacy [3].

Definition 5.14. A cardinal  is measurable if there is a k-additive {0, 1}-valued measure p on the o-algebra
of all subsets of x such that u(x) =1 (where s-additivity in this context means that for any family (A;)cr
of subsets of x with |I| <k, pu (U,e; As) = 1 if and only if there is an i € I such that u(A;) = 1).

Measurable cardinals are inaccessible, but this is a bit like saying that the core of the sun is warm. To
give a little perspective, the number of distinct inaccessible cardinals less than a measurable cardinal « is .
To give a little bit more perspective, the number of cardinals less than a measurable x with this property is
also k. Moreover, the number of cardinals A less than k satisfying that “the number of cardinals  less than
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A satisfying that ‘the number of inaccessible cardinals less than v is v’ is A7 is k. Furthermore, none of the
obvious (even transfinite) iterations of this idea come close to actually characterizing measurability. If & is
measurable, then there is a k-additive measure p on 2% such that

p({a < k1« is an inaccessible cardinal}) = 1,

so there’s some sense in which you can ‘randomly’ pick an ordinal less than x and almost surely find an
inaccessible cardinal.

Measurable cardinals were defined by Ulam in the investigation of the question of which sets can admit
countably additive measures on their full power sets (a generalization of the measure problem of Lebesgue),?
but in some sense the fact that measurable cardinals have implications for measurability in R in particular
is a historical coincidence.

Fact 5.15 (Solovay [12, Thm. 14.3]). If there is a measurable cardinal, then every 3 set of reals is universally
measurable.

Fact 5.15 is known to not be sharp (as in weaker large cardinal hypotheses, such as the existence of a
Ramsey cardinal, suffice), but measurable cardinals show up in some surprising places in mathematics. The
existence of a measurable cardinal is equivalent to the existence of a discrete topological space that is not
realcompact (i.e., isomorphic to a closed subspace of R for any I) and to the existence of an exact functor
F : Set — Set that is not naturally isomorphic to the identity (as discovered independently by Trnkova
[31] and then later Blass [5]). It was shown by Przezdziecki in [21] that the non-existence of a measurable
cardinal is equivalent to the statement that every group is the fundamental group of a compact Hausdorff
space. Directly concatenating this with Fact 5.15 gives the somewhat absurd result that the existence of a
group that is not the fundamental group of any compact Hausdorff space (non-vacuously) implies that the
projection of the complement of the projection of any Borel subset of R? is Lebesgue measurable. In the
context of this paper more specifically, the functions in Theorems 4.8 and 4.12 are measurable if there is a
measurable cardinal. A corollary of this fact (which is much easier to prove directly and was originally shown
by Scott in [23]) is that there cannot be a measurable cardinal in L; it is ‘too thin’ to accommodate such an
object, in some sense.?> There is however a modified construction, L[U], which has many similar properties
to L and can accommodate a measurable cardinal. Silver showed in [26] that there is a A} well-ordering of
R in L[U],** so we get analogs of Theorems 4.8 and 4.12 for the theory ZFC + “there exists a measurable
cardinal” at the cost of adding one additional supremum or infimum at the beginning of the expression
defining the relevant indicator functions.

There are stronger large cardinal assumptions which push the automatic measurability of simply defined
functions up the projective hierarchy. The most precise version of these involve the concept of a Woodin
cardinal,?® but the required assumption is much weaker than Vopénka’s principle, which is more well known
and has already found applications outside of logic. As discussed in [2, Ch. 6], Vopénka’s principle is equiv-
alent to many nice statements in the theory of locally presentable categories. For instance, it is equivalent
to the statement that a category C' is locally presentable if and only if it is co-complete and has a small full
subcategory D such that every object of C is a colimit of a diagram in D.

Fact 5.16 (Shelah, Woodin [25]).

(1) For any n € N, if there is a measurable cardinal that is larger than n Woodin cardinals, then every
X!, set of reals is universally measurable.

221 particular, the existence of a measurable cardinal follows from the assumption that there is a non-trivial countably
additive {0, 1}-valued measure on the full power set of some infinite set.

23Note though that if there is a measurable cardinal &, then the literal ordinal x will still exist in L and will be a (fairly large
inaccessible) cardinal there. It just won’t be a measurable cardinal in the sense of having a countably additive {0, 1}-valued
measure on its power set.

24Gee also [12, Thm. 20.18] for a modern proof of this in terms of iterable pre-mice, which are an important tool in studying
the fine structure of more sophisticated inner models like L[U].

25Woodin cardinals are not usually defined this way, but Woodinness of « is equivalent to H,, satisfying the weak Vopénka’s
principle [2, Def. 6.21], which says that Ord°P cannot be fully embedded into any locally presentable category [34]. In other
words, k is a Woodin cardinal if and only if k°P (as a posetal category) cannot be fully embedded into any locally k-presentable
category of size k.
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FIGuRE 7. L(R) is the smallest inner model containing all of R.

(2) If there is a measurable cardinal that is larger than infinitely many Woodin cardinals, then every set
of reals in L(R) is universally measurable. In particular, this follows from Vopénka’s principle.

Proof. By [10, Thm. 20.24, Lem. 20.25], Vopénka’s principle implies the existence of a supercompact cardinal,
which is known to imply the assumption of 2 (as discussed in [25]). The rest follows from [12, Thm. 32.9]. O

L(R) is the smallest inner model containing all of the real numbers (see Fig. 7). Unlike L though, it doesn’t
always satisfy the axiom of choice (otherwise it would always have non-measurable sets). I would argue that
L(R) encompasses (and probably over-approximates) most mathematicians’ intuitive sense of what it means
to ‘define something without the axiom of choice’ or in other words to ‘actually write something down.” Any
set of reals or real-valued function that one can prove the existence of without choice will live inside L(R),
since it is a model of ZF. So we have that if Vopénka’s principle holds, no analogs of Theorems 4.8 and 4.12
are possible. There can be no ‘explicit’ description of a Vitali set or a Banach—Tarski decomposition of the
sphere in the presence of sufficiently strong large cardinals.

5.5. Table of (non-)measurability results. Table 1 summarizes some of the various measurability results
we’ve seen in this section and compares them to the non-measurability results from Section 4 (and a couple
we’ll discuss in a moment). In this table, qqq represents an instance of either inf or sup. The asterisks
are Kleene stars, so in particular sup% represents an arbitrarily long finite string of suprema over X and
qqq’ represents an arbitrarily long finite string of (possibly alternating) suprema and infima. The expres-
sion [supg,qqqy]* represents an arbitrarily long finite string of supg’s, supy’s, and infy’s (again, possibly
alternating). Of course, all of these statements entail the analogous inverted statement, with suprema and
infima (and lower and upper) switched, as all of the definability classes mentioned are closed under negation
(except lower semi-continuity). Finally, Con(ZFC) is the statement that ZFC is consistent.

Of course the table is not comprehensive. For instance, by Facts 2.7 and 5.15, the presence of a measurable
cardinal extends the seventh entry of the table to [infg, qqqy]* [supg, qqay]* infg y sup y g for continuous g
(with analogous extensions for the eighth and ninth entries and in the presence of stronger large cardinal
assumptions). There are also more independence results as seen in the third and fourth entries. For ex-
ample, it is possible (although surprisingly tedious?®) to produce a computable total real-analytic function
g(z,y, z,w,t) such that it is independent of ZFC whether f(z) = infycr sup,cg infuer sup,cr 9(2, y, 2, w, t)

26Exercise 1. Show that for any open set U C R™, there is an entire real-analytic function g(Z,%) such that 1y (Z) =
sup,cg 9(Z,y) for all € R™, where 1y (Z) is the indicator function of U. For extra credit, argue informally that g(Z,y) can be
computable if U is semicomputable.

Exercise 2. Show that for any open set Ug C R¥ x N, there is an open set U C R+ such that for any z € R¥, (Z,n) € Uy
for all n € N if and only if (Z,y) € U for all y € R.

Exercise 3. Use Exercises 1 and 2 to show that for any G5 set A C RY, there is a real-analytic function g9(Z,y, z) such that
14(z) = infyecr sup,cp 9(Z,y, 2) for all T € RE. Use this and earlier results in this paper to justify the second entry of Table 1.
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Function definition Definability of ¢ Measurability

infg supg infy supy ¢ Polynomial over Z Independent (4.8)

supg infg supp infy supy g Polynomial over R Implies Con(ZFC) (4.10)
infg supg infr supr g Real-analytic Independent

infg supp infp supg infr g Trig. polynomial Independent
infp supj infy supg g Trig. polynomial 70777 (5.17)

[supg,qqay]*g Borel Measurable (5.4)
[supg, qqqy]* infp supp yg Continuous Measurable (5.4, 5.6)

[supg, qqay]* qqqy ¢ O-minimal: Rational, Measurable (5.4, 5.10)

Exponential, Step, etc.
(e.g., er2/|y+1[3,4](10g2)|)
[supg, qqqy]* infg ¢ Locally o-minimal: Measurable (5.4, 5.13)
Real-analytic, Floor, etc.
(e.g., [x? cos(e?!#)])
[infgr, qqay]*[supg, qqqy]*g Borel Measurable cardinal (5.15)
qqdzn9 L(R) Vopénka’s principle (5.16)

TABLE 1. Measurability of various classes of definable functions.

is Lebesgue measurable, which shows that local o-minimality really doesn’t allow us to improve Corollary 5.6
in general.

Aside from Question 4.9, the only question I wasn’t able to resolve to my own satisfaction was the case of
trigonometric polynomials. It is fairly straightforward to show that for any function g(x1, ..., zn,y, 21, ..., 2k),

k
inf sup g(,y.2) = fof  swp b |g(@y,7) + 5 sin(my) — o7 Z sin®(nz,)
for any z € R™. Using a standard argument involving Lagrange’s four-square theorem (which allows us to
convert quantification over N into quantification over Z at the cost of nearly quadrupling the number of
variables), this allows us to modify the proof of Theorem 4.8 to show that there is a function of the form
f(x) = infycp sup, cp infrcps SUPgep Fegrzso infyer g for a trigonometric polynomial g such that whether f(x)
is measurable is independent of ZFC. The fact that something like this should be possible follows from
Fact 5.11, but it is unclear if the extra alternation of quantifiers is necessary.

Question 5.17. Does ZFC prove that for every trigonometric polynomial g, any function of the form
infp supg, infp supy g is Lebesgue measurable?

A positive answer to this would be interesting because it isn’t resolved by the general statements 5.4, 5.6,
5.10, and 5.13.

APPENDIX A. AN EXPLICIT PARADOXICAL DECOMPOSITION OF THE SPHERE

In essentially the same manner as the proof of Proposition 3.5, we can build a low-complexity paradoxical
decomposition of S? assuming V' = L. The commonly presented proof (such as the proof in [30], which we
will roughly follow) explicitly gives two rotation matrices p and ¢ which generate a free group F C SO(3).
This is then used to build a paradoxical decomposition of S?\ D, where D is the set of points on the sphere
fixed by some element of F. Then an uncountability argument is used to find a third rotation « satisfying
that the sets (o™ - D),en are pairwise disjoint. While this kind of uncountability argument can be done in
a computable way, we can also just be slightly more careful with our choice of rotation matrices, which fits
this paper’s general theme of explicitness.

Fix the following two rotation matrices:

(3 40 L[5 0 0
p=z|4 30|, o=:|0 3 4
0 0 5 0 —4 3
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These generate a free group F' C SO(3). This can be seen by analyzing the mod 5 behavior of the numerators
of entries of products of p and ¢ or by analyzing the dynamics of the matrices in the 5-adic numbers, as is
done in [29]. Let D be the set of points in S? fixed by some element of F. Note that since every product of
p and ¢ (and their inverses) is a rational matrix, we have that every element of D is the normalization of a
vector with rational coordinates. Therefore for any z,y € D, there is a quartic (i.e., degree 4) field extension
K of Q such that the coordinates of Z and g are all elements of K.

. . 3 5
Now let a be the rotation matrix corresponding to the unit quaternion L+idj VR4KVZ 1 gther words, «
2+ Y4+ V4
represents a rotation of 2 arccos (2\31[4{)/1> radians about the axis (1, \3/5, \5/5) By a short field-theoretic
+ Y4+

argument,®” the set {1, V2, \°/§} is linearly independent over any quartic field extension K of Q. In particular,
this implies that for any distinct Z,4 € D, we have that the inner products of Z and (1, ¥/2, ¥/2) and of § and
(1, ¥/2, ¥/2) are not equal. Since these inner products are preserved by «, we have that z # o™ - for any n.

Moreover, 2 arccos ) is not a rational multiple of m by another short field-theoretic argument.?®

1
2+ VA+ V4
Finally, (1, 3/2, ¥/2) is not the fixed axis of any element of F, so we have that Z # a” - Z for any n > 0 and
Z € D. Therefore the sets (o™ - D),en are pairwise disjoint.
We have an effective procedure for listing the elements of D. Fix a computable enumeration®® f : N — Fj
of the free group on two generators satisfying that f(0) = e. Let g : F» — F be the isomorphism taking the
two generators of Fy to p and ¢.

Lemma A.1. D is a X9 set.

Proof. The function go f is computable (in the sense that we can write a computer program that computes
the elements of the entries of each matrix g(f(n))). Furthermore, there is a uniform procedure for computing
the fixed axis of the non-trivial matrices in F', so we can find two computable function h; and ho that produce
the coordinates of the two fixed points of g(f(n)) for n > 0. (For n = 0, we can just let h1(0) = hy(1) and
h2(0) = ho(1).) Membership of hy(n) and hy(n) in any rational open cube (a1,b1) X (az,b2) X (as,b3) is
decidable.?® Therefore we can uniformly enumerate the set {k : hy(n) ¢ N(R3, k)} for each n (and likewise for
the analogous set with hy). Therefore we get that the set U C R3 x N = {(Z,2n) : & # hi(n)}U{(Z,2n+1) :
T # ha(n)} is semicomputable. Finally, D = 7((R? x N) \ U), so D is 9. O

Let D* = {a™ :n >0} - D.
Corollary A.2. The set D* is 9.

Proof. We have that the function h : R? x N — R? defined by h(Z,n) = a~" - Z is computable. By Fact 2.9,
this implies that the preimage h=1(D) C R? x N is £9. Finally, D* = 7(¢g~!(D)) (where 7 is the projection
from R? x N to R?), so by Fact 2.7, we have that D* is X9. ]

Since any I1{ set is also I19, we also have the following corollary.
Corollary A.3. S?\ D and S?\ D* are 113 sets.

Proof. Tt is straightforward to show that S? is II9. Therefore it is IIJ as well. By Fact 2.7 and Corollary A.2,
we get that S?\ D and S? \ D* are II9. O

In a similar manner to the proofs of Lemma 3.4 and Corollary A.2, we get the following.

2f K is a quartic field extension of Q, then K ( {/2) cannot contain /2 by the multiplicativity of degrees of field extensions.
281f arccos (%) is a rational multiple of 7, then K = Q(v/2 + 1+ \5/41) is a subfield of a cyclotomic extension
24 ¥4+ V4

of Q, but K has Q( 4+ {r’/i) as a subfield and the minimal polynomial of Y4+ Y4 is 215 — 20212 — 12210 + 16029 — 144027 —
64026 4 4825 — 8640z* + 128023 — 192022 — 38402 — 1088, so Q(¥/4 + ¥/4) has the non-abelian Calois group S3 x Aut(Ds) [17].

29A11 we need of this enumeration of I is that multiplication is computable and that we can compute the reduced word
representation of f(n) uniformly in n. To accomplish this it would be sufficient to list the elements of F> in lexicographic order.
Alternatively, we could literally just write n in base 4 and interpret it as a word in the two generators of Fy and their inverses
to get f(n) for n > 0.

30Although it’s possible to show this directly, it’s also true that this follows from the Tarski-Seidenberg theorem, since it
gives an algorithm for deciding the truth of arbitrary first-order sentences (without parameters) in the structure (R, +, -).
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Lemma A.4. The equivalence relation on S? defined by & € F - i is 9.

Proof. Again using the f and g from the proof of Lemma A.1, we have that the map h : R3xR3xN — R3 xR3
defined by h(Z,y,n) = (%, g(f(n)) - §) is computable. The set A = {(Z,7) € R* x R? : & = g} is 11, so by
Fact 2.9, the preimage h™1(A) is IIY. The set we're after is then (S? x S?) N (A UT(h~1(A))) (where 7 is
the projection from R? x N to R?), which is X9 by Fact 2.7. ]

Proposition A.5. There is a semicomputable set U C R? x R? x N such that, assuming V = L, {7 : (Vy €
R)(3z € R)(VYn € N)(Z,y,2,n) € U} is a I} transversal of the equivalence relation x € F -y on S*\ D.

Proof. By Corollary A.3 and Lemma A.4, we have that the restriction of this equivalence relation to S?\ D
is A (and therefore Al). The result then follows from Lemma 3.3. g

Fix some such II3 transversal T of the equivalence relation = € F' -y on S?\ D.

Lemma A.6. There is a paradoxical decomposition A1, Aa, As, Ay of Fy such that the sets f~1(A;) are
each computable (i.e., Ay subsets of N).

Proof. Let T and o be the two generators of Fy. The four sets (A;);<4 given in [30, Thm. 4.2] are defined as
follows:

x € Aj if and only if the first letter in the reduced word of z is 7.
x € As if and only if the first letter in the reduced word of z is 7~
x € Ag if and only if the first letter in the reduced word of z is ¢ or z is of the form ™" for some
n > 0.

e 1 € Az if and only if the first letter in the reduced word of z is ¢~ ! and z is not of the form o~" for
some 7.

1

Each of these is clearly decidable from the word representation of x. This implies that each of the sets
f1(A;) is decidable, since f is a computable enumeration of F. O

Now by the standard argument, we get that the sets (g(A;) - T)i<4 are a paradoxical decomposition of
S2\ D.

Proposition A.7. The sets (g(A4;) - T)i<a are each I1}.

Proof. The function h(zZ,n) = g(f(n))~!-Z is computable, so the set h=1(T) = {{(g(f(n))-z,n): T €T, n €
N} C R3 x N is II} by Fact 2.9. Each of the sets B; = {(z,n) : € R3, n € f~1(A)} is AJ. Therefore,
the sets h~1(T') N B; are each I13. By Fact 2.7, this implies that the projections 7(h=1(T) N B;) C R? are
. O

Corollary A.8. There is a specific sequence of 16 113 sets which, under V = L, are a paradoxical decompo-
sition of S2.

Proof. Each of the pieces in the decomposition can be written as an intersect of a computable rotation of
S2\ D* or D*, g(A;) - T for some i < 4, and another computable rotation of S? \ D* or D*, giving 16
combinations. By Fact 2.7 and Corollaries A.2 and A.3, these pieces are all T19. ]

This can almost certainly be improved to four pieces, the known optimal size of a paradoxical decompo-
sition of S2, by directly adapting the proof of [30, Thm. 4.5]. There is also no fundamental extra subtlety
in writing out a II3 decomposition of the full unit ball, rather than just the unit sphere.

REFERENCES

[1] Francesca Acquistapace, Fabrizio Broglia, and José F. Fernando. Topics in Global Real Analytic Geometry. Springer
International Publishing, 2022.

[2] J. Adamek and J. Rosicky. Locally Presentable and Accessible Categories. Cambridge University Press, March 1994.

(3] Antonio Avilés, Christian Rosendal, Mitchell A. Taylor, and Pedro Tradacete. Coordinate systems in Banach spaces and
lattices, 2024.

[4] Gal Binyamini and Dmitry Novikov. Tameness in geometry and arithmetic: beyond o-minimality, page 1440-1461. EMS
Press, December 2023.

[5] Andreas Blass. Exact functors and measurable cardinals. Pacific journal of mathematics, 63(2):335-346, 1976.

25



[10]
1]
[12]
[13]
[14]
[15]
[16]
7]
18]
[19]
[20]
[21]
[22]
[23]
[24]
[25]
[26]
[27]
[28]
[20]
[30]
[31]
[32]
[33]

(34]

Andreas Blass. The model of set theory generated by countably many generic reals. Journal of Symbolic Logic,
46(4):732-752, December 1981.

Michael R. Douglas, Thomas W. Grimm, and Lorenz Schlechter. The tameness of quantum field theory: Part I - Amplitudes.
Advances in Theoretical and Mathematical Physics, 28(8):2603-2656, November 2024.

L. P. D. van den Dries. Tame Topology and O-minimal Structures. Cambridge University Press, May 1998.

Joel David Hamkins. Every countable model of arithmetic or set theory has a pointwise-definable end extension. KRITE-
RION — Journal of Philosophy, April 2024.

Thomas Jech. Set Theory: The Third Millennium Edition. Springer, 2003.

James P. Jones. Universal Diophantine equation. Journal of Symbolic Logic, 47(3):549-571, September 1982.

A. Kanamori. The Higher Infinite: Large Cardinals in Set Theory from Their Beginnings. Springer monographs in math-
ematics. Springer, 2003.

Julia F. Knight, Anand Pillay, and Charles Steinhorn. Definable sets in ordered structures. II. Transactions of the American
Mathematical Society, 295(2):593-605, 1986.

Peter Koepke. Turing computations on ordinals. Bulletin of Symbolic Logic, 11(3):377-397, September 2005.

G Kreisel. Kurt Godel, 28 April 1906 - 14 January 1978. Biogr. Mem. Fellows R. Soc., 26(0):148-224, November 1980.
Jean-Louis Krivine. Théorémes de consistance en théorie de la mesure de R. Solovay, page 187—-197. Springer Berlin
Heidelberg, 1969.

The LMFDB Collaboration. The L-functions and modular forms database, Number field 15.1.7174453500000000000000. 1.
https://www.lmfdb.org/NumberField/15.1.7174453500000000000000.1, 2025. [Online; accessed January 1, 2025].

Jack H. Lutz, Renrui Qi, and Liang Yu. The point-to-set principle and the dimensions of Hamel bases. Computability,
13(2):105-112, June 2024.

Yiannis N Moschovakis. Descriptive Set Theory. Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2 edition, July 2009.

Maruti Ram Murty and Brandon Fodden. Hilbert’s tenth problem: An introduction to logic, number theory, and com-
putability. 2019.

Adam Przezdziecki. Measurable cardinals and fundamental groups of compact spaces. Fundamenta Mathematicae,
192(1):87-92, 2006.

Jean Raisonnier. A mathematical proof of S. Shelah’s theorem on the measure problem and related results. Israel Journal
of Mathematics, 48(1):48-56, December 1984.

Dana Scott. Measurable cardinals and constructible sets. Bulletin de L’Académie polonaise des sciences, IX(7), 1961.
Saharon Shelah. Can you take Solovay’s inaccessible away? Israel Journal of Mathematics, 48(1):1-47, December 1984.
Saharon Shelah and Hugh Woodin. Large cardinals imply that every reasonably definable set of reals is Lebesgue measur-
able. Israel Journal of Mathematics, 70(3):381-394, October 1990.

Jack H. Silver. Measurable cardinals and Al well-orderings. The Annals of Mathematics, 94(3):414, November 1971.
Stephen G. Simpson. Subsystems of Second Order Arithmetic. Cambridge University Press, May 2009.

Robert M. Solovay. A model of set-theory in which every set of reals is Lebesgue measurable. The Annals of Mathematics,
92(1):1, July 1970.

David Speyer. That trick where you embed the free group into a Lie group. https://sbseminar.wordpress.com/2007/09/
17/that-trick-where-you-embed-the-free-group-into-a-lie-group/, 2007.

G. Tomkowicz and S. Wagon. The Banach—Tarski Paradox. Encyclopedia of Mathematics and its Applications. Cambridge
University Press, 2016.

Véra Trnkova. On descriptive classification of set-functors. I. Commentationes Mathematicae Universitatis Carolinae,
012(1):143-174, 1971.

Lou van den Dries, Angus Macintyre, and David Marker. The elementary theory of restricted analytic fields with expo-
nentiation. The Annals of Mathematics, 140(1):183, July 1994.

A. Wilkie. Model completeness results for expansions of the ordered field of real numbers by restricted Pfaffian functions
and the exponential function. Journal of the American Mathematical Society, 9(4):1051-1094, 1996.

Trevor M. Wilson. The large cardinal strength of weak Vopénka’s principle. Journal of Mathematical Logic, 22(01), March
2021.

DEPARTMENT OF MATHEMATICS, IOWA STATE UNIVERSITY, 396 CARVER HALL, 411 MORRILL RoAD, AMES, TA 50011, USA
Email address: jamesehQiastate.edu

26


https://www.lmfdb.org/NumberField/15.1.7174453500000000000000.1
https://sbseminar.wordpress.com/2007/09/17/that-trick-where-you-embed-the-free-group-into-a-lie-group/
https://sbseminar.wordpress.com/2007/09/17/that-trick-where-you-embed-the-free-group-into-a-lie-group/

	Introduction
	1. Independence results and Gödel's L
	1.1. The easiest independence result
	1.2. The narrowest inner model
	1.3. The definable well-ordering of L

	2. Some effective descriptive set theory
	3. Explicitly choosing
	4. Polynomial engineering
	5. Measurability by inspection
	5.1. Measurability of analytic sets
	5.2. An extra quantifier from σ-compactness
	5.3. Logical tameness and o-minimality
	5.4. Measurability from large cardinals
	5.5. Table of (non-)measurability results

	Appendix A. An explicit paradoxical decomposition of the sphere
	References

